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 چکیده

 

 مسائل جمله از یدیجد یها چالش داشته، دنبال به که یعیوس یها شرفتیپ و دستاوردها رغم یعل ،یپزشک آموزش ستمیس به نینو یها یفناور ورود: مقدمه

 یپزشک آموزش در نینو یها یفناور یاخلاق یها چالش مرور هدف با حاضر ی مطالعه لذا. است داشته همراه به زین رود یم شمار به یاتیح یموضوع که یاخلاق

 .شد انجام

 یا مرحله پنج چارچوب شامل روش نیا. شد انجام PRISMA-ScR دستورالعمل اساس بر مرحله پنج در و یا طهیح یمرور نوع از مطالعه نیا: روش بررسی

 یآور جمع. است جینتا گزارش و یساز خلاصه و ها داده پردازش و استخراج مطالعات، انتخاب و یگر غربال مرتبط، مطالعات ییشناسا پژوهش، سؤال ییشناسا

 .رفتیپذ انجام یزبان و یزمان تیمحدود بدون ۴/۹/۳۴۴۱ خیتار در PubMed و Scopus، Web of Science داده گاهیپا سه از ها داده

 مانند نینو یها یفناور در مشترک یاخلاق چالش نیتر مهم داد نشان جینتا. شد مطالعه وارد مقاله ۱3 ه،یاول یجستجو در شده افتی ی مقاله 92۹ از :جینتا

 در. بود یریپذ تیمسئول عدم و یریسوگ ،یخصوص میحر حفظ شامل تالیجید یاجتماع یها رسانه و اطلاعات یفناور ها، داده کلان سازها، هیشب ،یمصنوع هوش

 .بود یمعنو تیمالک حق نقض و یانسان تعامل کاهش شامل یاخلاق یها چالش زین یبعد سه چاپ یفناور

 روشن، مقررات و نیقوان اعمال. است یانسان یها ارزش حفظ و یفناور یریکارگ به انیم هوشمندانه یتوازن افتنی گرو در یپزشک آموزش  ندهیآ: یریگ جهینت

 ی استفاده یگشا راه تواند یم امدهایپ بر مستمر نظارت و انیدانشجو به محور اخلاق یفناور یها مهارت آموزش ،یعمل یاخلاق یها چارچوب یساز ادهیپ و یطراح

 .باشد یپزشک آموزش در نینو یها یفناور از مدار اخلاق و منصفانه مسئولانه،

 یپزشک آموزش ن،ینو یها‌یفناور ،یاخلاق یها چالش: ها ژهوا دیکل
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۳۴2۴ شایان خواجه حسینی و همکاران                

 3041، زمستان، چهارم شماره ،نوزدهمدوره      اه علوم پزشکی شهید صدوقی یزدفصلنامه مرکز مطالعات و توسعه آموزش دانشگ
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 مقدمه

 حل یبرا ها مهارت و ابزارها دانش، کاربرد یمعنا به یفناور

 یبرا مند نظام یستمیس یفناور واقع، در. است یعمل مشکلات

 مشکلات حل در تا کند یم فراهم را مهارت و دانش انتقال

 یفناور و علم ریتأث رو، نیا از(. ۳) باشد رسان یاری جامعه

 آموزش، نهیزم در جمله از انسان، وجود از یا جنبه هر در باًیتقر

 در یآموزش دیجد یها یفناور کاربرد(. 2) است بوده محسوس

 همه و است گسترش حال در یا ندهیفزا سرعت با معاصر جهان

 آن متفاوت یها شکل در را تیترب و میتعل جمله از ،یزندگ ابعاد

 آموزش یقلمروها از یکی( ۱. )است کرده یدگرگون دچار

 یها یفناور توسعه الشعاع تحت شدت به امروزه که یتخصص

 با که( ۴) است یپزشک آموزش حوزه است، گرفته قرار دیجد

 یها روش به ازین ،یپزشک آموزش یها رشته تیماه به توجه

 یریادگی-یاددهی ندیفرآ در ها آن یریکارگ به و یآموزش دیجد

 یآموزش اهداف(. 3) رسد یم نظر به یضرور شیپ از شیب

 کسب لیتسه شامل یپزشک آموزش در یفناور از استفاده

 بهبود ،یادراک تنوع شیافزا ،یریگ میتصم بهبود ه،یپا دانش

 ،یبحران ای نادر یدادهایرو یبرا نیتمر ها، مهارت یهماهنگ

. است یحرکت یها مهارت بهبود و یمیت آموزش یریادگی

 را اهداف نیا توانند یم مختلف یآموزش نینو یها یاورفن

 تجربه ها، آن هدفمند و مؤثر یریبکارگ با و کنند برآورده

 یبرا را تر توانمندکننده و تر یشخص تر، یمشارکت یریادگی

 به نینو یها یفناور ورود اما(. 6) کنند لیتسه رندگانیادگی

 یها رفتشیپ و دستاوردها رغم یعل ،یپزشک آموزش ستمیس

 یدیجد یها چالش یطرف از است، داشته دنبال به که یعیوس

 شده همراه است، یاتیح یموضوع که یاخلاق مسائل جمله از

 یخصوص میحر حفظ ها، چالش نیا نیتر مهم از یکی(. 7) است

 یفضا در است؛ مارانیب و رانیفراگ اطلاعات یمحرمانگ و

 و حساس یاه داده به رمجازیغ یدسترس احتمال تال،یجید

 مقررات قیدق میتنظ ضرورت و دارد وجود ها آن از سوءاستفاده

 گر،ید یسو از(. 9) کند یم دوچندان را یاخلاق نظارت و

 یمصنوع هوش بر یمبتن یابزارها و هوشمند یها تمیالگور

 یریگ میتصم و ینیبال یها مهارت یابیارز در توانند یم اگرچه

 در یذات تعصبات سکیر اما باشند، دیمف یدرمان-یصیتشخ

 ای ضیتبع باعث است ممکن و دارند همراه به هم را ها داده

 نقش ن،یهمچن(. ۳۴ ،۹) شوند ناعادلانه یها یابیارز

 یابیارز و یریکارگ به ،یطراح در تیشفاف و یریپذ تیمسئول

 مواقع در چراکه است؛ تیاهم حائز اریبس تالیجید یها سامانه

 چه شود مشخص دیبا نشده، ینیب شیپ یامدهایپ ای خطا بروز

 ن،یا بر افزون(. ۳۳) بود خواهد پاسخگو یسازوکار چه ای یکس

 یاخلاق یها یآگاه و ها مهارت مستمر یروزرسان به ضرورت

 از یناش دهیچیپ مسائل با مواجهه یبرا انیدانشجو و دیاسات

 یریادگی رینظ ییها حوزه در ژهیو به شود؛ یم احساس یفناور

 که کلان یها داده بر یمبتن آموزش و نیسیمد تله ،یمجاز

 ،۳2) زندیبرانگ را یا تازه یاخلاق و یفلسف یها پرسش توانند یم

 و یپزشک حوزه نیب یا ژهیو توجه یستیبا جهینت در(. ۳۱

. ردیگ صورت شهیهم ت،یانسان و یفناور با افتهی ارتقاء آموزش

 به یدگیرس یبرا دیجد یها حل راه توسعه به ازین ت،یواقع نیا

 در. کند یم برجسته را دیجد و عمده یاخلاق مشکلات یبرخ

 مختلف یها نهیزم در اخلاق و یفناور نیب رابطه راستا، نیا

 گرفته قرار یبررس مورد یفناور عیسر توسعه لیدل به یمطالعات

 نیا فیتعر و ییشناسا قیطر از یآگاه جادیا اما است

 ج،ینتا تا ظهور نقطه از ها، آن قیدق لیتحل و دیجد یها چالش

 توجه با حاضر مطالعه رو، نیا از(. ۳۴) رسد یم نظر به یضرور

 هوش همچون نینو یها یفناور از استفاده روزافزون روند به

 تیواقع ، افزوده تیواقع ، متاورس مانند) سازها هیشب ،یمصنوع

 و  یبعد سه چاپ ، ها داده کلان ،( گسترده تیواقع ، یمجاز

 ها آن یاخلاق یرو شیپ یها چالش و نینو یها یورفنا ریسا

 نینو یها یفناور کاربرد یاخلاق یها چالش بر یمرور هدف با

 .شد انجام ،یپزشک آموزش عرصه در
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 روش کار

 یده گزارش یها دستورالعمل تیپژوهش با رعا نیا 

 ژهینسخه و ها، لیو فراتحل کیستماتیمرور س یبرا یحیترج

( انجام شده و از ۳3) (PRISMA-ScR) 2یا طهیح

 (2۴۴3) 3یو امال یکه توسط آرک یا طهیمرور ح یشناس روش

. روش مزبور شامل کند یمشخص شده است، استفاده م

 ییال پژوهش، شناساوس ییشناسا یا مرحله  چارچوب پنج

و انتخاب مطالعات، استخراج و  یگر مطالعات مرتبط، غربال

 ، روش ینا است. جیارش نتاو گز یساز ها، و خلاصه پردازش داده

 یهادرباره چالش یمقالات علم یبررس یبرا یقدق یکردیرو

و  دهد یارائه م یدر آموزش پزشک یننو یها یفناور یاخلاق

حوزه را  یندر ا یقاتتحق یفعل یتوضع وتحلیل یهامکان تجز

 (.۳6) کند یفراهم م

 ال پژوهشوس ییمرحله اول: شناسا

نتایج و  ئهو ارا ییضر شناساحا یا طهیاز مطالعه ح هدف

 یاخلاق یها حوزه چالش شده در مطالعات انجام یمفاهیم کلید

سوال اصلی  نیاست. بنابرا یدر آموزش پزشک نینو یها یفناور

 به شرح زیر است: تحقیق که این مطالعه را تعریف می کند

در آموزش  نینو یها یفناور یاخلاق یها چالش نیمهم تر 

 ست؟یچ یپزشک

 مطالعات مرتبط ییه دوم: شناسامرحل

 کیکردن تمام مطالعات مرتبط،   دایپ یبرا سندگانینو

 ییشناسا یانجام دادند. جستجو برا قیگسترده و دق یجستجو

 Scopus ،Web ofداده  یها گاهیمقالات مرتبط در پا

Science  وPubMed شده دییتأ یدیبا استفاده از کلمات کل

جستجو  نیشده انجام شد. ا رلتوسط خبرگان و اصطلاحات کنت

صورت  یو زبان یزمان تیبدون محدود ۴/۹/۳۴۴۱ خیدر تار

 یاخلاق یها مطالعات مرتبط با چالش یگرفت. راهبرد جستجو

 پیوست( ۱) جدول در یدر آموزش پزشک نینو یها یفناور

 نشان داده شده است.

                                                           
2
 Scoping Review 

3
‌Arksey & O'Malley 

 مطالعات ی: انتخاب و غربالگرسوممرحله 

 ینو انتخاب مقالات شامل چند یگرغربال یی،شناسا یندفرآ

داده  یگاهمقاله از پا ۴69مرحله بود. در مرحله نخست، تعداد 

Scopus، ۱۱۳ داده  یگاهمقاله از پاWeb of Science  ۱۴و 

 یرنظ یارهایی. معیداستخراج گرد PubMed یگاهمقاله از پا

 یبا موضوع پژوهش برا ییراستا و هم انتشار در مجلات معتبر

مقاله  ۳2۹مقالات در نظر گرفته شد. پس از حذف انتخاب 

مرحله  در. یافتمورد کاهش  7۴۴تعداد مقالات به  ی،تکرار

مقاله  ۳76تعداد  ها، یدهو چک ینعناو یبا بررس یه،اول یغربالگر

عدم تطابق با موضوع پژوهش کنار گذاشته شد. سپس،  یلبه دل

 Rayyan.ai یگرافزار غربال در نرم مانده یمقاله باق 32۴تعداد 

 گری غربال تسریع جهت که ماشین یادگیری بر مبتنی ابزار»

 پژوهشگران توسط انسانی خطای کاهش منظور به مقالات

 ها یدهو چک ین. عناویدگرد ی( بارگذار۳7) «شود می استفاده

 ونهشد و هرگ یصورت مستقل توسط دو پژوهشگر بررس به

در صورت  یاجماع، بحث و ا یقها از طر آن یاننظر م  اختلاف

 ۱67ادامه، تعداد  در. یدلزوم با مداخله پژوهشگر سوم، رفع گرد

 ورود یارهایعدم انطباق با اهداف پژوهش و مع یلمقاله به دل

. یدمتن کامل انتخاب گرد یبررس یمقاله برا ۳37حذف شد و 

 یت،شد. در نها یابیمقالات با دقت مطالعه و ارز ینمتن کامل ا

انتخاب  یینها یلتحل یورود برا یارهایوجه به معت بامقاله  ۱3

 یها بر اساس دستورالعمل یند،فرآ این. گردید

 ۳در قالب نمودار  کهانجام شد   PRISMA-ScRفلوچارت

 است. یدهارائه گرد

 ها : استخراج و پردازش دادهچهارممرحله 

 هیها مربوط به کل و خلاصه کردن اطلاعات و داده یبند ل جدو

عنوان مقاله، سال تحقیق، نوع ) لیورد بحث از قبمطالعات م

های تحقیق، نوع فناوری مورد مطالعه و  واژه مطالعه، کلید

نشان  (۳)صورت خلاصه در قالب جدول  ( بههای کلیدی یافته

 .است داده شده

 جیو گزارش نتا یساز : خلاصهپنجممرحله 
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 نهیها در زم یبررس جیها،  نتا داده لیاز استخراج و تحل پس

در آموزش  نینو یها یاستفاده از فناور یاخلاق یها چالش

بر هوش  یمبتن یکل یبند در سه دسته توان یرا م یپزشک

داده،  )کلان نینو یها یفناور ریسازها و سا هیشب ،یمصنوع

( مورد یماعو رسانه اجت یبعد چاپ سه ،یاطلاعات یها یفناور

 قرار داد. یو بررس لیتحل

 

 چارت انتخاب مقالات. فلو3نمودار 

 جینتا

های اخلاقی استفاده از  ها در زمینه چالش نتایج بررسی

توان در سه  های نوین در آموزش پزشکی را می فناوری

های  سازها و سایر فناوری شبیهبندی کلی هوش مصنوعی،  دسته

های اجتماعی و چاپ  داده، فناوری اطلاعات، رسانه نوین )کلان

 نتایج اساس بر .و بررسی قرار داد بعدی( مورد تحلیل سه

 اخلاقی های چالش به مربوط فناوری نوع برحسب گزارش،

 مقاله ۱3 از مورد ۱7که  پزشکی آموزش در نوین های فناوری

 به مربوط فراوانی بیشترین است، آمده دست به بررسی مورد

 مقالات از%( 63 معادل) مورد 2۴ در که است مصنوعی هوش

در  .است شده اشاره فناوری این با مرتبط قیاخلا های چالش به

های پیشرفته مانند  عصر دیجیتالی امروزی، استفاده از فناوری

در حوزه آموزش پزشکی بیش از پیش مورد  هوش مصنوعی

هایی نظیر  توجه قرار گرفته است. هوش مصنوعی با قابلیت

و ساز  های شبیه فناوریهای آموزشی،  سازی برنامه شخصی

ها امکان بهبود چشمگیری در  جم عظیمی از دادهپردازش ح

 ها را فراهم آورده است. با این حال،  کیفیت و کارآمدی آموزش

 
های  ها مستلزم مواجهه با چالش استفاده از این تکنولوژی

ها،  ای است که شامل حفظ حریم خصوصی داده اخلاقی عدیده

 پذیری، مسئولیتمسائل مربوط به سوگیری، عدم شفافیت، 

، نابرابری در کاهش تعاملات انسانی مانند همدلی با بیماران

های  دسترس بودن فناوری، امنیت اطلاعات، تضعیف مهارت

های  انسانی، اتکای بیش از حد به فناوری و ناسازگاری با ارزش

هوش  کاربرد ن،یعلاوه بر ا.باشد میمعنوی برخی بیماران 

درباره ل اخلاقی و مسایها  با چالش یدر آموزش پزشک یمصنوع

. نیز اشاره کرد انتشار اطلاعات نادرست ،یمعنو تیمالک

 جینتا یریرپذیمرتبط با استقلال کاربران، تفسمسائل  ن،یهمچن

از  یمحاسبات یها به داده مارانیب دهیچیپ یها تجربه لیو تقل

ممکن است  یهستند. هوش مصنوع یاساس یها جمله دغدغه

کند و حفظ  جادیخود ا یها ییدر مورد توانا یتوهمات

 ،یصیتشخ ی. خطاهاندازدیرا به خطر ب یعلم یکپارچگی

نبود هوش  ذینفعان و تیعدم رضا ،یسوءاستفاده از فناور

 .روند یرو به شمار م شیموانع پ گریاز د زین یجانیه
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 جایگاه%( ۳۱33) مورد 3 با ساز شبیه های فناوری آن، از پس

 ،یر حوزه آموزش پزشک. داند داده اختصاص خود به را دوم

 تی(، واقعXR) افتهی توسعه تیمانند واقع نوین یها یفناور

( MR) یبیترک تی( و واقعARافزوده ) تی(، واقعVR) یمجاز

اند. با  کرده فایا یآموزش یها در بهبود تجربه یرینقش چشمگ

 یها چالش مسائل همچون با ها یفناور نیحال، استفاده از ا نیا

 تیکاربران و امن یخصوص می. حفظ حرهمراه است یاخلاق

در  دیهستند که با یدیاز جمله مسائل کل ،یپزشک یها داده

کاهش  ن،ی. همچنرندیمد نظر قرار گ ها ستمیس نیا یطراح

استفاده گسترده از  لیبه دلپذیری  و مسئولیت یتعامل انسان

 یفرد نیب یها توسعه مهارت ییبر توانا تواند یم ها، یفناور نیا

، مسایل مربوط به اعتماد و پروتکل  یریوگس .بگذارد یمنف ریتأث

های  که نگرانی هستند ییها چالش گریاز د زین امنیتی داده

سازی در پی  های شبیه مختلف را در راستای تطبیق فناوری

 با ها داده کلان همچون نوین های فناوری سایر نهایت، دردارند. 

 مورد ۱ با اجتماعی  هرسان و اطلاعات فناوری ،%(۳۳) مورد ۴

 بعدی های رده در%( 233) مورد ۳ با نیز بعدی سه چاپ و%( 9)

حفظ حریم  موارد اخلاقی مانند داده در حوزه کلان .دارند قرار

های  پذیری، سوگیری و کاهش مراقبت خصوصی، مسئولیت

های اساسی هستند. علاوه  انسانی با بیماران در  زمره چالش

های  بودن فناوری ی، نابرابری در دسترسبراین، نقض خودمختار

ها، عدم  ها حوزه پزشکی، سوء استفاده از داده داده مرتبط با کلان

ای هستند  شفافیت و مشارکت ناکافی ذینفعان مسائل اخلاقی

 یمانند فناور گرید یها نهیزم در ها اشاره کرد. توان به آن که می

وجود  یشابهم یها چالش زین یاجتماع یها اطلاعات و رسانه

اطلاعات و کاهش  یاز حد به فناور شیب یدارد. وابستگ

و  یآموزش یها یریگ میتصم تیفیبر ک تواند یم ینیاستدلال بال

با محو  زین یاجتماع یها رسانه .بگذارد یمنف ریتأث ینیبال

حفظ  نهیدر زماخلاقی  ییها چالش ،یو شخص یا حرفه یمرزها

 ت،یدر نها .اند کرده جادیا یا رحرفهیغ یو رفتارها مارانیب میحر

با کاهش  زین یدر آموزش پزشک یبعد استفاده از چاپ سه

 تیو نقض مالک کیشدن آموزش آناتوم ییکالا ،یتعاملات انسان

  .همراه است نترنتیگسترده اطلاعات در ا عیتوز لیبه دل یمعنو

از مقالات  یا مجموعه ،یصورت کل به (۳)جدول در ادامه 

را ارائه  2۴2۴تا  2۴۳3 یده در فاصله زمانمتنوع منتشرش

 یاخلاق یها از چالش یها بخش از آن کیکه هر  کند یم

 نیاند. ا کرده یبررس یرا در آموزش پزشک نینو یها ی فناور

و  یمختلف )از مطالعات مرور یپژوهش یها مقالات از روش

از  یفی( بهره گرفته و طیلیتحل-یفیتوص یها تا پژوهش یفیک

ها،  داده کلان سازها، هیشب ،یشامل هوش مصنوع ها یفناور

را  یبعد اطلاعات و چاپ سه یفناور ،یاجتماع یها رسانه

همچون حفظ  یدیکل میها، مفاه . در اغلب آندهند یپوشش م

تعامل  شو کاه یریسوگ ،یریپذ تیمسئول ،یخصوص میحر

 نیمانند تدو ییاست و راهکارها برجسته شده یانسان

آموزش  یدرس یها در برنامه یو بازنگر یلاقاخ یها چارچوب

 مطرح شده است. یپزشک
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 شده به مطالعه های وارد مشخصات مقاله :۳شماره  جدول

سال  عنوان ردیف

 تحقیق

نوع 

 مطالعه

های  واژه کلید

 تحقیق

نوع فناوری 

مورد 

 مطالعه

 های کلیدی یافته

رمزگشایی هوش  ۳

 مصنوعی
 

صنوعی، هوش م نظری 2۴2۴

آموزش پزشکی، 

آموزش دقیق، 

سوگیری، ارزیابی 

 شایستگی

هوش 

مصنوعی، 

یادگیری 

ماشینی، 

یادگیری 

 عمیق

هایی مانند حجم  ارزیابی آموزش پزشکی با چالش

های  ها، سوگیری، و ناکارآمدی روش زیاد داده

سنتی مواجه است. هوش مصنوعی با قابلیت 

واند به ت ها می سازی آموزش و پردازش داده شخصی

ها  حل این مشکلات کمک کند. با این حال، چالش

و مسائل اخلاقی مانند تفسیرپذیری، سوگیری، 

شفافیت و اخلاق داده در این فناوری نیز قابل 

 (۳9توجه هستند )

کاربرد هوش  2

مصنوعی در 

 آموزش پزشکی

هوش مصنوعی،  کیفی 2۴2۴

آموزش پزشکی، 

 فرابرآورد

هوش 

مصنوعی، 

داده،  کلان

اقعیت و

مجازی، 

واقعیت 

 افزوده

سازی،  هوش مصنوعی در آموزش پزشکی با شبیه

ها  سازی یادگیری و تحلیل داده شخصی

های اخلاقی نظیر  آفرین است، اما چالش تحول

پذیری، سوگیری  حفظ حریم خصوصی، مسئولیت

 (.۳۹اند ) و کاهش مراقبت انسانی مطرح

دوازده نکته برای  ۱

پرداختن به 

اخلاقی  های دغدغه

در اجرای هوش 

 مصنوعی

-توصیفی 2۴2۴

 تحلیلی

هوش مصنوعی، 

های  اخلاق، نگرانی

اخلاقی، آموزش 

پزشکی، مربیان 

 پزشکی

هوش 

 مصنوعی

های اخلاقی ناشی از  در این مطالعه، چالش

های دیجیتال در آموزش پزشکی شامل  فناوری

ها،  هایی مانند حفظ حریم خصوصی داده نگرانی

مصنوعی و لزوم شفافیت در  های هوش سوگیری

 (.9گیری است ) فرآیندهای تصمیم

ملاحظات اخلاقی  ۴

و اصول اساسی 

های زبانی  مدل

بزرگ در آموزش 

 پزشکی

آموزش پزشکی،  کیفی 2۴2۴

هوش مصنوعی، 

های زبانی  مدل

بزرگ، اخلاق، 

یکپارچگی 

 آکادمیک

های  مدل

زبانی بزرگ 

مانند  
ChatGPT- 
Copilot - 
Gemini 

های اخلاقی شامل  ها و نگرانی رین چالشت مهم

ها،  های مربوط به حریم خصوصی و داده ریسک

توهمات ناشی از هوش مصنوعی، سوگیری در 

ها، نقص در شفافیت و قابلیت تفسیر، نبود  داده

های  های آموزشی، دغدغه هوش هیجانی، نابرابری

پذیری و مسائل  مربوط به صداقت علمی، مسئولیت

 (.۹کیت معنوی است )مرتبط با مال

 

3 

 یچالش ها

 یدر اجرا یاخلاق

هوش  یورافن

در  یمصنوع

 .یآموزش پزشک

مرور  2۴2۴

 مند نظام

 ،یهوش مصنوع

اخلاق، آموزش 

 .یپزشک

هوش 

 یمصنوع

 توانند یم نیآنلا غاتیدر تبل یمصنوع یها تمیالگور

 اینادرست  غاتیشوند که تبل یزیر برنامه یا به گونه

از  گرید یکیدهند.  جیرورا ت یاخلاق ریغ

عمده در استفاده از هوش  یاخلاق یها چالش

 یها آن است. روش ییمسئله پاسخگو ،یمصنوع

 یمصنوع یها تمیساخت و استفاده از الگور

را نسبت به  ها ستمیس نیکه ا ست،ینمشخص 

. علاوه بر گذارد یم پاسخ یجامعه و افراد مختلف ب

ها  داده لیتحلدر  زین یعدالت یاز ب یموارد ن،یا
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سال  عنوان ردیف

 تحقیق

نوع 

 مطالعه

های  واژه کلید

 تحقیق

نوع فناوری 

مورد 

 مطالعه

 های کلیدی یافته

 .(۳۴) قابل مشاهده است

 یفعل تیوضع 6

استفاده از 

ChatGPT  در

 یآموزش پزشک

 یدیچت تول مروری 2۴2۴

 ده،ید آموزش شیپ

ChatGPT ،

 ،یهوش مصنوع

 ،یآموزش پزشک

پردازش زبان 

 یعیطب

هوش 

 مصنوعی

مرتبط با توسعه  یاخلاق یها یها شامل نگران چالش

توهمات هوش ، مانند های زبانی بزرگ مدل

 میاطلاعات، خطرات حر یریسوگ ،یمصنوع

و  تیاز نظر شفاف ها یها و کاست و داده یخصوص

 (.2۴) شود یم یریرپذیتفس

ارزیابی دانش،  7

نگرش و درک 

فناوری واقعیت 

یافته  گسترش

(XR) 

-توصیفی 2۴2۴

 مقطعی

واقعیت 

(، XRیافته ) توسعه

واقعیت مجازی 

(VR واقعیت ،)

(، ARافزوده )

قعیت ترکیبی وا

(MRپزشکی ،) 

تواند آموزش پزشکی و  فناوری واقعیت گسترده می سازها شبیه

هایی  مراقبت از بیماران را بهبود بخشد، اما چالش

مانند مسائل اخلاقی، حریم خصوصی، پروتکل 

امنیتی داده، اعتماد و کمبود آموزش وجود دارد 

(2۳.) 

پیشنهاد رویکرد  9

مبتنی بر اصول 

ش برای آموز

اخلاق هوش 

مصنوعی در 

 آموزش پزشکی

هوش مصنوعی،  نظری 2۴2۴

اخلاق، اخلاق 

هوش مصنوعی، 

 آموزش پزشکی

هوش 

مصنوعی، 

یادگیری 

ماشین، 

یادگیری 

عمیق، 

پردازش زبان 

طبیعی، 

  سیستم

پشتیبان 

گیری  تصمیم

 بالینی

های دیجیتال  های اخلاقی استفاده از فناوری چالش

وزش پزشکی شامل به ویژه هوش مصنوعی در آم

سوگیری، نقص شفافیت در فرآیندهای 

گیری، مسائل ایمنی و خطاهای تشخیصی،  تصمیم

ها،  های حریم خصوصی داده نگرانی

پذیری و پاسخگویی، کاهش تعامل  مسئولیت

انسانی و همدلی و تهدید به کاهش استقلال 

 (.22پزشکان و بیماران است )

هوش مصنوعی در  ۹

آموزش پزشکی و 

نمایی در راه

 پزشکی توانبخشی

-توصیفی 2۴2۴

 تحلیلی

هوش مصنوعی، 

آموزش پزشکی، 

مشاوره، 

بخشی،  توان

 پزشکی

هوش 

 مصنوعی

ملاحظات اخلاقی استفاده از هوش مصنوعی در 

آموزش پزشکی شامل حفظ یکپارچگی علمی، 

، تأمین امنیت و حریم  جلوگیری از سوگیری

نتایج  پذیری در قبال ها و مسئولیت خصوصی داده

 (.2۱ند ) بالینی قلمداد شده

استفاده از  ۳۴

ChatGPT  در

 آموزش پزشکی

هوش مصنوعی،  کیفی 2۴2۴

ChatGPT ،

آموزش پزشکی، 

پزشکان، 

ChatGPT های  تی در آموزش پزشکی نگرانی پی جی ادغام چت

اخلاقی و قانونی را به همراه دارد. حفاظت از 

ایت مقررات حفاظت از های بیماران و رع داده

 (.2۴ها از اهمیت بالایی برخوردار است ) داده
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 تحقیق

نوع 

 مطالعه

های  واژه کلید

 تحقیق

نوع فناوری 

مورد 

 مطالعه

 های کلیدی یافته

دانشجویان 

 پزشکی

۳۳ ChatGPT  در

 آموزش پزشکی

هوش مصنوعی،  مروری 2۴2۴

ChatGPT ،

دانشجویان 

پزشکی، 

ها، برنامه  رزیدنت

درسی 

های  دانشکده

 پزشکی، آموزش

 پزشکی

هوش 

 مصنوعی

هوش مصنوعی در آموزش پزشکی با وجود 

تواند خطراتی و  کارآمد، میهای دقیق و  قابلیت

های اخلاقی نیز به همراه داشته باشد. یکی  چالش

بودن آن است؛ به « جعبه سیاه»از این خطرات، 

گیری و منطق پشت  این معنا که فرآیند تصمیم

های هوش مصنوعی  شده توسط سیستم نتایج ارائه

برای کاربران قابل درک یا شفاف نیست. این 

به سوگیری شود، که ناشی تواند منجر  ویژگی می

از اعتماد کورکورانه به هوش مصنوعی و عدم 

 (.23بررسی نتایج آن است )

بر حوزه  یمرور ۳2

در  یهوش مصنوع

 یآموزش پزشک

هوش مصنوعی،  مروری 2۴2۴

آموزش پزشکی، 

، ای حیطهبررسی 

فناوری آموزشی، 

کاربرد هوش 

مصنوعی در 

 آموزش پزشکی

 

هوش 

ی و مصنوع

ها زیرشاخه

 آن ی

در آموزش  یهوش مصنوع یاخلاق یها چالش

آگاهانه، رفع  تیو رضا تیشامل شفاف یپزشک

منصفانه منابع  عیسوگیری و حفظ عدالت، و توز

حفظ  ت،یفیو ک یمنیا نیتضم ن،یاست. همچن

 تیامن تیریو مراقبت دلسوزانه، و مد یتعامل انسان

از مسائل مهم هستند. علاوه  یو محرمانگ یبریسا

حفظ  یاز سوگیری و تلاش برا یریجلوگ ،نیبر ا

است تا هوش  یپزشکان ضرور یانتقاد یها مهارت

 ادغام شود یدر آموزش پزشک یدرست به یمصنوع

(26). 

گذاری  اشتراک ۳۱

های  ها و داده داده

بزرگ در آموزش 

 های سلامت حرفه

ارزیابی، بهترین  مروری 2۴2۴

شواهد آموزش 

داده،  پزشکی، کلان

 مدیریت

ها در آموزش  داده های اخلاقی کلان چالش داده نکلا

های سلامت شامل نقض خودمختاری،  حرفه

نابرابری، حفظ حریم خصوصی، سوءاستفاده از 

آوری و تحلیل  ها، عدم شفافیت در جمع داده

ها، و مشارکت ناکافی ذینفعان است. این  داده

توانند منجر به تبعیض، افزایش نابرابری  مسائل می

ها  اعتماد شوند. مدیریت ضعیف همکاری و کاهش

های اخلاقی مناسب نیز این  و نبود چارچوب

 (.27کند ) ها را تشدید می چالش

هوش مصنوعی در  ۳۴

 آموزش پزشکی

هوش مصنوعی،  مقطعی 2۴2۴

برنامه درسی 

پزشکی، 

های  مراقبت

بهداشتی، اخلاق 

پزشکی، آموزش 

هوش 

 مصنوعی

از هوش مصنوعی در  های اخلاقی استفاده چالش

آموزش پزشکی در این مطالعه شامل کاهش جنبه 

-انسانی حرفه پزشکی، تأثیر منفی بر رابطه بیمار

پزشک، آسیب به اعتماد بیمار و احتمال نقض 

 (.29باشد ) ای می محرمانگی حرفه
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 تحقیق

نوع 

 مطالعه

های  واژه کلید

 تحقیق

نوع فناوری 

مورد 

 مطالعه

 های کلیدی یافته

 پزشکی

 ماریب یخودمختار ۳3

 یدر آموزش پزشک

هوش مصنوعی،  مروری 2۴2۴

آموزش پزشکی، 

های  چالش

خلاقی، ا

خودمختاری بیمار، 

حریم خصوصی 

 ها داده

 

هوش 

 مصنوعی

در  یمرتبط با هوش مصنوع یاخلاق یها چالش

 ،ها، سوگیری داده تیشامل امن یآموزش پزشک

حملات  ،یخصوص میاز حر یآگاه ماران،یحقوق ب

 ازمندیها ن چالش نیاست. ا یو خودمختار یبریسا

د تا هستن یپزشک یدرس یها در برنامه یبازنگر

مسائل  لیو تحل ییشناسا ییتوانا انیدانشجو

 یکردیرا داشته باشند و با رو یاخلاق

را در کاربرد هوش  یاصول اخلاق ،یا رشته انیم

 رندیبه کار گ یبهداشت یها در مراقبت یمصنوع

(2۹). 

: ضیفراتر از تبع ۳6

هوش  یکاربردها

مولد و  یمصنوع

 یاخلاق یها چالش

 یپزشک در روان

 یقانون

تحلیل  2۴2۴

 مفهومی

 یپزشک روان

هوش  ،یقانون

 ،یقانون یمصنوع

 یهوش مصنوع

مولد، هوش 

 ،یکیتفک یمصنوع

 یهوش مصنوع

 یها مدل ،یاخلاق

بزرگ،  یزبان

بزرگ  یها مدل

 مولد

هوش 

 مصنوعی

 مولد یهوش مصنوع یو حقوق یاخلاق یها چالش

شامل  یفریو عدالت ک یقانون یپزشک در روان

حفظ  ت،یشفافی، ریاز سوگ یناش یانگار جرم

و  یفکر تی، نقض حقوق مالکیخصوص میحر

 نیآگاهانه است. ا تیاستقلال و رضا نیتضم

و حقوق  یشخص میعدالت، حر بر توانند یمسائل م

نظارت و  ازمندیبگذارند و ن ریافراد تأث یقانون

 .(۱۴) هستند قیدق یگر میتنظ

۳7 ChatGPT  و

 یمراقبت ها

 ندهیآ ای: آیبهداشت

 نجاست؟یاز قبل ا

فرصت ها، چالش 

 یها و دغدغه ها

 .یاخلاق

، ChatGPT مروری 2۴2۴

، یهوش مصنوع

پردازش زبان 

آموزش  ،یعیطب

نگارش  ،یپزشک

 یها مراقبت ،یعلم

 یبهداشت

هوش 

 مصنوعی

در حوزه سلامت  ChatGPT یاخلاق یها چالش

و  یریاز صحت اطلاعات، سوگ نانیشامل عدم اطم

در  تیعدم شفاف ،یصوصخ مینقض حر ض،یتبع

نبود  ،یکاهش تعامل انسان ،یریگ میتصم

 فیبه تضع دیدر خطاها، تهد یریپذ تیمسئول

به  یدر دسترس یو نابرابر ،یعلم یکپارچگی

 .(۱۳) است یفناور

 یملاحظات اخلاق ۳9

 یزبان یها مدل

بزرگ در 

 یپزشک چشم

مروری  2۴2۴

 مند نظام

 یزبان یها مدل

بزرگ، اخلاق 

 ،یعهوش مصنو

 یخصوص میحر

ها،  داده

 یریگ میتصم

 یریسوگ ،ینیبال

 یها مدل

 بزرگ یزبان

پزشکی،  های زبانی بزرگ در حوزه چشم ادغام مدل

، اطلاعات یخصوص میمانند حفظ حر ییها چالش

. را در پی دارد یآموزشهای  یرینادرست و سوگ

استفاده مسئولانه  جیو ترو ها ینگران نیاز ا یآگاه

 یها کاربرد آنها در مراقبت یساز نهیبه یبرا

 .(۱2) است یضرور یبهداشت
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 تحقیق

نوع 

 مطالعه

های  واژه کلید

 تحقیق

نوع فناوری 

مورد 

 مطالعه

 های کلیدی یافته

 یاطلاعات

در تقاطع  شیمایپ ۳۹

و آموزش  یفناور

: یجراح

 ها، شرفتیپ

ها و  چالش

 یملاحظات اخلاق

در آموزش 

 یارتوپد

 یآموزش جراح مروری 2۴2۴

 ،یارتوپد

 نینو یها یفناور

 ،یپزشک

 یها چالش

 ،یاخلاق

و  یساز هیشب

 ،یمجاز تیواقع

 یها شرفتیپ

 کیتکنولوژ

در آموزش  یدر استفاده از فناور یملاحظات اخلاق ساز شبیه

 یخصوص میشامل حفاظت از حر یارتوپد یجراح

 نییجراحان، تع تیاز صلاح نانیاطم ماران،یب

 یحفظ تعامل انسان ،یفناور یدر خطاها تیمسئول

 یعدالت در دسترس نیو تضم مار،یپزشک و ب نیب

 یاز نابرابر یریجلوگ یبرا رفتهشیپ یها یبه فناور

 .(۱۱) است یپزشک یها در مراقبت

استفاده از هوش  2۴

 یبرا یمصنوع

استقلال  شیافزا

 میدر تصم ماریب

 یمراقبت ها یریگ

 یبهداشت

 ،یهوش مصنوع مروری 2۴2۴

 مار،یب یخودمختار

در  یریگ میتصم

 یها مراقبت

 ،یبهداشت

از  یبانیپشت

 یریگ میتصم

 ،ینیبال

 یازس یشخص

 درمان

هوش 

 مصنوعی

 ،یفرد یها داده لیبا تحل یهوش مصنوع

ارائه داده و  شده یساز یشخص یها درمان

اما  دهد، یم شیرا افزا مارانیب یخودمختار

و  یخصوص میمانند حفظ حر یاخلاق یها چالش

 به همراه دارد زیرا ن یریگ میدر تصم تیشفاف

(۱۴). 

 ،یملاحظات عمل 2۳

و  یخصوص میحر

 یو فلسف یاخلاق

در استفاده از 

در  ها داده کلان

 یآموزش پزشک

، آموزش داده کلان نظری 2۴2۴

 میحر ،یپزشک

و اخلاق،  یخصوص

 کردیرو

 محور، رندهیادگی

 یهوش مصنوع

 ،یمحرمانگ ،یخصوص میحر یها مقاله به چالش داده کلان

فردمحور و  یکردهایو رو یریسوگ ن،یتعارض قوان

در آموزش  ها داده کلانز در استفاده ا محور ستمیس

 یاخلاق یاشاره دارد و بر ضرورت بررس یپزشک

 .(۱3) کند یم دیاز سوءاستفاده تأک یریجلوگ یبرا

آموزش پزشکی  22

مبتنی بر هوش 

 مصنوعی

ریز برنامه 2۴2۱

ی 

-سناریو

 محور

هوش مصنوعی، 

آموزش پزشکی، 

ریزی  برنامه

سناریو، آینده 

های  مراقبت

بهداشتی، اخلاق و 

 وش مصنوعیه

هوش 

 مصنوعی

های اخلاقی هوش مصنوعی در آموزش  چالش

پزشکی شامل اطلاعات نادرست، نقض حریم 

خصوصی، تشدید نابرابری، تضعیف خودمختاری 

انسانی، نبود شفافیت و پیامدهای ناخواسته است. 

توانند اعتماد عمومی را تضعیف  این مسائل می

لش پذیری را به چا کرده و عدالت و مسئولیت

 (.۱6بکشند )
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 تحقیق

نوع 

 مطالعه

های  واژه کلید

 تحقیق

نوع فناوری 

مورد 

 مطالعه

 های کلیدی یافته

های  ظهور مدل 2۱

زبانی مولد در 

 آموزش پزشکی

مدل زبانی مولد،  کیفی 2۴2۱

هوش مصنوعی، 

آموزش پزشکی، 

ChatGPT ،

یکپارچگی 

 آکادمیک

هوش 

مصنوعی، 

های  مدل

 زبانی مولد

ها و ملاحظات اخلاقی در استفاده از هوش  چالش

مصنوعی شامل ارزیابی دقیق کیفیت محتوا برای 

ری از اطلاعات نادرست و حملات سایبری، جلوگی

مقابله با سوگیری، رعایت حریم خصوصی، شفافیت 

و مالکیت معنوی است. همچنین، استفاده نادرست 

هایی  رایت نگرانی از محتوا و نقض قوانین کپی

کند. علاوه بر این، ابزارهای هوش  ایجاد می

توانند منجر به دور زدن فرآیند  مصنوعی می

کننده شوند که  تولید اطلاعات گمراه یادگیری و

 (.۱7نیازمند نظارت و اقدامات پیشگیرانه است )

تأثیر  2۴

سازی در  دیجیتالی

حوزه سلامت بر 

های درسی  برنامه

 آموزش پزشکی

های  شایستگی آمیخته 2۴2۱

دیجیتال در 

آموزش پزشکی، 

سازی  دیجیتالی

های  مراقبت

بهداشتی، برنامه 

درسی پزشکی، 

 زشکیآموزش پ

هوش 

مصنوعی، 

واقعیت 

مجازی، 

پزشکی از 

 راه دور

ها و مسائل اخلاقی در آموزش پزشکی  چالش

شامل وابستگی بیش از حد به فناوری و تأثیر آن 

های انسانی مانند همدلی،  بر کاهش مهارت

استدلال بالینی و ارتباط مؤثر است. حفظ تعادل 

های دیجیتال و  گیری از نوآوری میان بهره

های  ترین چالش های انسانی، یکی از مهم ارزش

 (.۱9رود ) پیش روی آینده این حوزه به شمار می

آموزش اخلاق  23

هوش مصنوعی در 

 آموزش پزشکی

اخلاق هوش  مروری 2۴2۱

مصنوعی، آموزش 

پزشکی، 

های  چالش

اخلاقی، شفافیت، 

 سوگیری

هوش 

 مصنوعی

های اخلاقی ناشی از به کارگیری هوش  چالش

آموزش پزشکی به سوگیری در  مصنوعی در

ها، تهدید حریم خصوصی بیماران، عدم  داده

ها، کاهش همدلی در  شفافیت در عملکرد الگوریتم

روابط انسانی، ابهام در تعیین مسئولیت خطاهای 

پزشکی، اتکای بیش از حد به فناوری، نابرابری در 

های  دسترسی به تکنولوژی، ناسازگاری با ارزش

های انسانی  ران، تضعیف مهارتمعنوی برخی بیما

پزشکان و خطرات امنیت سایبری اشاره دارد که 

تواند تأثیرات عمیقی  ها می هر کدام از این چالش

بر کیفیت آموزش پزشکی و پذیرش هوش 

 (.۱۹مصنوعی در این حوزه داشته باشد )

توسعه راهبردهای  26

اصلاح برنامه 

درسی آموزش 

پزشکی برای 

مقابله با تأثیر 

 هوش مصنوعی

هوش مصنوعی،  کیفی 2۴2۱

اصلاح برنامه 

درسی، هوش 

مصنوعی مولد، 

های زبانی  مدل

 بزرگ

هوش 

مصنوعی 

مولد، 

های  مدل

 زبانی بزرگ

های اخلاقی هوش مصنوعی مولد در آموزش  چالش

پزشکی شامل تردید در صحت اطلاعات، مسائل 

اخلاقی مرتبط با استفاده مسئولانه، درز اطلاعات و 

های حفظ حریم خصوصی و رعایت حقوق  نینگرا

مالکیت معنوی است. این موارد اهمیت آموزش 

اخلاقی، سواد دیجیتال و تدوین قوانین دقیق برای 

های دیجیتال در  استفاده ایمن و مؤثر از فناوری
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سال  عنوان ردیف

 تحقیق

نوع 

 مطالعه

های  واژه کلید

 تحقیق

نوع فناوری 

مورد 

 مطالعه

 های کلیدی یافته

 (.۴۴کند ) آموزش را برجسته می

یک دیدگاه  27

 تر هوشمندانه

آموزش پزشکی،  نظری 2۴2۱

 هوش مصنوعی،

یادگیری مبتنی 

بر مورد، تفکر 

 انتقادی، اخلاق

هوش 

 مصنوعی

هوش مصنوعی مسائل اخلاقی همچون سوگیری، 

ها، کاهش خودمختاری و  نقص امنیت داده

نماید و نابرابری  سوءاستفاده را ایجاد یا تشدید می

در دسترسی به آن عدالت سلامت را همچنین 

 (.۴۳کند ) تهدید می

 استفاده اخلاقی از 29

هوش مصنوعی در 

های  آموزش حرفه

 سلامت

اخلاق، هوش  ترکیبی 2۴2۱

مصنوعی، آموزش 

پزشکی، آموزش 

های سلامت،  حرفه
ChatGPT 

هوش 

 مصنوعی

پیامدهای اخلاقی هوش مصنوعی در آموزش 

( به مواردی مثل جمع HPEای بهداشتی ) حرفه

آوری داده ها، ناشناس بودن، حریم خصوصی، 

ا، امنیت، سوگیری، رضایت، مالکیت داده ه

شفافیت، مسئولیت، استقلال و سودمندی اشاره 

دارد. هدف این است که تصمیم گیرندگان حوزه 

آموزش پزشکی  در همه سطوح نسبت به این 

مسائل هوشیار باشند و اقدامات پیشگیرانه ای 

انجام دهند تا برای مقابله با مشکلات اخلاقی و 

کند  عی میفرصت هایی که استفاده از هوش مصنو

 (.۳۱آماده باشند )

متخصصان  دگاهید 2۹

در مورد  یهوشیب

استفاده از هوش 

در  یمصنوع

 یا منطقه یحس یب

با  شده تیهدا

از نظر  یسونوگراف

و  یاخلاق پزشک

: یآموزش پزشک

مطالعه  کی

 ینظرسنج

-توصیفی 2۴2۱

 مقطعی

 ،یآموزش پزشک

 ،یاخلاق پزشک

 ،هوشی بی

 یسونوگراف

هوش 

 مصنوعی

 میحر ،یریپذ تیشامل مسئول یل اخلاقمسائ

استقلال پزشکان،  ،یعدالت آموزش ،یخصوص

و  نیقوان ازمندیاست که نو سوگیری  تیشفاف

از هوش  منیاستفاده ا یشفاف برا یاستانداردها

 .(۴2) هستند یدر پزشک یمصنوع

 یاخلاق یجنبه ها ۱۴

مراقبت  یو قانون

در  یبا کمک فناور

اخلاق و حقوق  مروری 2۴22

 ی،و فناور یپزشک

 یها یماریب

فناوری 

 دیجیتال

 میمانند حر ییها چالش یمراقبت یها یفناور

 ،پذیریتیها، مسئول داده تیامن ،یخصوص

در  برابریو نا یانسان تکاهش تعاملا ،یریسوگ
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سال  عنوان ردیف

 تحقیق

نوع 

 مطالعه

های  واژه کلید

 تحقیق

نوع فناوری 

مورد 

 مطالعه

 های کلیدی یافته

 یها یماریب

 یعصب

مراقبت با  ی،عصب

 ی،کمک فناور

آموزش  ،تیمسئول

 یپزشک

آموزش  ازمندینرا به همراه دارند و  یدسترس

 مارانیب یها استفاده از داده تیریمتخصصان و مد

 .(۴۱) هستند

اخلاق در دوران  ۱۳

 یگذار فاصله

: آموزش یکیزیف

 یمجاز

 یها یستگیشا

 یاخلاق

 ،یاخلاق پزشک کیفی 2۴2۳

آموزش اخلاق، 

 ،یبیترک یریادگی

 تعامل

ساز شبیه  ییها با چالش یاخلاق پزشک تالیجیآموزش د 

 ،یسطح یریادگی، لات انسانیش تعاممانند کاه

و مشکلات  یکاهش همدل ،یابیدر ارز تیمحدود

 .(۴۴) مواجه است یفناور

نیاز به اخلاق  ۱2

هوش مصنوعی در 

 آموزش پزشکی

-توصیفی 2۴2۳

 تحلیلی

هوش مصنوعی، 

اخلاق، سلامت، 

برنامه درسی، 

 آموزش پزشکی

هوش 

 مصنوعی

برد هوش های اخلاقی مرتبط با کار مسائل و چالش

مصنوعی در زمینه آموزش پزشکی ازقبیل 

ها،  های آموزشی، ایمنی سامانه سوگیری در داده

های پیچیده و حفظ حریم  شفافیت الگوریتم

های  خصوصی بیماران است. این موضوعات پرسش

متعددی را در حوزه اخلاقیات پزشکی مطرح کرده 

و نیازمند تحلیل عمیق و تدوین رویکردهای جامع 

ها  شی برای مدیریت مسئولانه این فناوریآموز

 (.۳2قابل چشمگیر است )

اخلاق در پژوهش  ۱۱

آموزش  تالیجید

 یپزشک

تحلیل  2۴2۴

 مفهومی

اخلاق پژوهش، 

 تال،یجیپژوهش د

 ،یآموزش پزشک

و  یخصوص میحر

ها،  داده تیامن

و  یسرقت علم

 حقوق نشر

فناوری 

 دیجیتال

ش آموز تالیجیدر پژوهش د یمسائل اخلاق

 تیامن ،یخصوص میشامل حفظ حر یپزشک

از  یریاطلاعات، جلوگ یساز ها، ناشناس داده

 یحقوق نشر و استناد اخلاق تیرعا ،یسرقت علم

 .(۴3) است

بعدی در  چاپ سه ۱۴

 آموزش آناتومی

-توصیفی 2۴۳۹

 تحلیلی

آموزش آناتومی 

درشت، چاپ 

بعدی،  سه

چاپی، چاپ  زیست

های  ها و بافت اندام

انسانی، 

 سازی پلاستینه

چاپ 

 بعدی سه

بعدی در آموزش پزشکی، با فاصله گرفتن  چاپ سه

از ارتباط مستقیم انسانی، اصول اخلاقی اساسی را 

های تحقیقات  کشد. بررسی ریشه به چالش می

دهد که برخی رویکردهای  آناتومیکی نشان می

توانند خطراتی مانند کاهش  غیراخلاقی می

آموزش آناتومیک را  شدن محوری و کالایی انسان

در پی داشته باشند. از سوی دیگر، پیامدهای 

اخلاقی این فناوری شامل نقض احتمالی حق 

ها در  مالکیت معنوی از طریق توزیع گسترده فایل

اینترنت است، که نیازمند بازنگری و نظارت دقیق 

 (.۴6است )
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 تحقیق

نوع 

 مطالعه

های  واژه کلید

 تحقیق

نوع فناوری 

مورد 

 مطالعه

 های کلیدی یافته

کاوش در  ۱3

گرایی  ای حرفه

 دیجیتال

گرایی  حرفه مروری 2۴۳3

جیتال، آموزش دی

پزشکی، استفاده 

اخلاقی از 

های  رسانه

دیجیتال، 

های  دستورالعمل

های  شبکه

اجتماعی، 

 ای مسئولیت حرفه

فناوری 

دیجیتال، 

رسانه 

 اجتماعی

های دیجیتال در آموزش پزشکی  استفاده از فناوری

ای و شخصی،  هایی چون محو مرزهای حرفه چالش

نقض حریم خصوصی بیماران، رفتارهای 

های اجتماعی و کاهش  ای در رسانه یرحرفهغ

 (.۴7گیری را به همراه دارد ) استقلال تصمیم

 

 بحث

 یبالا یها تیرغم ظرف که به دهد یمطالعه حاضر نشان م

 یو اثربخش یکارآمد ت،یفیدر بهبود ک نینو یها یفناور

  یمتعدد یاخلاق یها ها چالش کاربرد آن ،یآموزش پزشک

 

 

ها  به آن یتوجه یکه ب همراه دارد به( ۳مطابق جدول )

سلامت  نده،یبر آموزش پزشکان آ یجد یامدهایپ تواند یم

به  یو مراقبت یآموزش یها به نظام یو اعتماد عموم مارانیب

 همراه داشته باشد. 
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 های نوین در آموزش پزشکی  های اخلاقی فناوری بندی چالش طبقه :2شماره  جدول

 نوع ردیف

 فناوری

در فراوانی  برحسب فناوریهای اخلاقی  چالش

 مقالات

درصد 

 فراوانی
هوش  ۳

 مصنوعی 

و  تیها، نبود شفاف و داده ها تمیدر الگور یریاطلاعات، سوگ تیها و امن داده یخصوص میحفظ حر

کاهش  ،یتمیالگور یمبهم در خطاها یریپذ تیمسئول ،یریگ میتصم ندیبودن فرا «اهیجعبه س»

خطر  ،یاز حد به فناور شیب یو وابستگ یانتقاد یها مهارت فیتضع  ،یو همدل یت انسانتعاملا

هوش  یبه ابزارها یدر دسترس ینابرابر  ،یکاف ینیبال یابیاطلاعات نادرست و عدم ارز انتشار

در  ژهیو )به یمعنو تینقض مالک ماران،یب یبرخ یمعنو یها با ارزش یاحتمال یناسازگار ،یمصنوع

 .بزرگ( یزبان یاه مدل

2۴ 63% 

 یها طیدر مح یناکاف یتیامن یها پروتکل ،یپزشک یها کاربران و داده یخصوص میحفظ حر سازها  شبیه 2

 ایدر محتوا  یریسوگ  ،یفرد نیب یها مهارت تیو تقو یکاهش تعاملات انسان ،یساز هیشب

در  یارتباطات انسان فیتضع مبهم در صورت بروز خطا،  یریپذ تیمسئول ،یساز هیشب یها تمیالگور

 ی.نیو مراقبت بال یریادگی ندیفرا

3 ۳۱33% 

ها و نقض  سوءاستفاده از داده سکیحساس، ر یها داده یو محرمانگ تیامن ،یخصوص میحفظ حر ها  داده کلان ۱

 دیدر داده و تشد یریها،  سوگ داده لیو تحل یآور جمع وهیدر ش تیعدم شفاف ،یخودمختار

 .روشن یحقوق یها و نبود چارچوب نفعانیذ یفقدان مشارکت کاف  ،یو بهداشت یآموزش یها ینابرابر

۴ ۳۳% 

فناوری  ۴

اطلاعات و 

های  رسانه

 اجتماعی

در  مارانیب یخصوص میحر ینقض احتمال  ،یمجاز یدر فضا یو شخص یا حرفه یمحو مرزها

از حد به  شیب یوابستگ  ،یریگ میو کاهش استقلال تصم یا رحرفهیغ یرفتارها ،یاجتماع یها رسانه

 ی.نیاستدلال بال فیاطلاعات و تضع یفناور یابزارها

۱ 9% 

چاپ  3

 بعدی سه

با  یمعنو تی(،  احتمال نقض مالککیآموزش آناتوم شدن ییدر آموزش )کالا یکاهش تعاملات انسان

بر  یکز افراطآموزش و تمر ندیدر فرا یانسان یها گرفتن ارزش دهیناد  ،یطراح یها لیانتشار فا

 ی.کیزیف یها مدل

۳ 233 

 344 13 جمع کل

 
عمدتاً شامل  وعیها از نظر ش چالش (2مطابق جدول )

ها،  داده تیو امن یخصوص میمربوط به حفظ حر یها ینگران

 ،یریگ میتصم یندهایدر فرآ تیو عدم شفاف یریبروز سوگ

 تیمسئول نییابهام در تع زیو ن یو همدل یکاهش تعاملات انسان

 رینظ ی. عواملشوند یم یاز فناور یناش یدر مواجهه با خطاها

 یها یاز فناور یریگ بهره ،بزرگ یها استفاده گسترده از داده

 ساز نهیزم ،یانسان یارتباط یدر الگوها رییو تغ «اهیجعبه س»

 یو قانون یاخلاق یها چارچوب نیاند؛ لذا تدو ها شده چالش نیا

و  یدرس یها رنامهمحور در ب قاخلا یها جامع، آموزش مهارت

 یمستمر از راهکارها یابیو ارز ینظارت یها سامانه جادیا

 یتوازن افتنیمشکلات و  نیجهت مقابله با ا یشنهادیپ

و حفظ  نینو یها یفناور یریکارگ به انیهوشمندانه م

  .ندیآ یبه شمار م یانسان یها ارزش

 

 آموزش در مصنوعی هوش نقش( 2۴2۴) همکاران و 4وی لی 

 و تأثیرگذار اما نیست، گسترده هنوز هرچند پزشکی،

 ؛(2۴2۱) 5مسترز مطالعات اساس بر. است امیدوارکننده

 های چالش( 2۴22) 7تولگار و( 2۴2۱) همکاران و 6ویدنر

 نظر از پزشکی آموزش در مصنوعی هوش کاربرد در اخلاقی

 حریم حفظ به مربوط های نگرانی شامل ترتیب به شیوع

 تعاملات کاهش سوگیری، بروز حساس، های داده خصوصی

 تعیین در وضوح عدم و مستقیم، تعامل و همدلی مانند انسانی

 فناوری عملکرد از ناشی خطاهای بروز صورت در مسئولیت

 بیماران حساس های داده از استفاده مثال، عنوان به. باشد می

 برای جدی مخاطرات استفاده، نحوه در کافی شفافیت بدون

(. ۴2 ،۳۱ ،۱۹) کند می ایجاد فردی حقوق و اعتماد فظح
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 و( 2۴2۴) همکاران و وی لی ؛(2۴2۱) 8ترنر مطالعات همچنین،

 های مدل در سوگیری بروز که دهد می نشان( 2۴2۴) 9گوئررو

 در دقت و آموزشی عدالت تواند می مصنوعی هوش

 اتکای که ای گونه به کند، تهدید را بالینی های گیری تصمیم

 را مراقبتی و آموزشی فرآیندهای کیفیت فناوری، به ورکورانهک

ابهام در  گر،ید یاز سو (.۱۴ ،۳۹ ،۳9) نماید تضعیف شدت به

 یها از داده یناش یدر مواجهه با خطاها تیمسئول نییتع

 یها پرسش ،یتمیعملکرد نادرست الگور ای وبیعم یورود

 نیتدو ازمندیکه ن کند یرا مطرح م یو اخلاق یحقوق

 نیجامع است. با توجه به ا یو اخلاق یقانون یها چارچوب

شامل ادغام هدفمند هوش  یشنهادیپ یها، راهکارها چالش

 یفناور یها بر مهارت دیبا تأک یآموزش یها در دوره یمصنوع

 تیشفاف یو ارتقا ینظارت یها توسعه دستورالعمل ،محور اخلاق

 یها از فرصتتا بتوان  باشد یم یریگ میتصم یندهایدر فرآ

 یامدهایمند شد و از پ به نحو احسن بهره یفناور نیبالقوه ا

 نمود. یریآن جلوگ یمنف

در حوزه ( 2۴2۴و همکاران ) ۳۴های زوها با توجه به یافته

 یها ی( و فناورXRگسترده ) تیواقع یساز هیشب یها یفناور

( و ARافزوده ) تی(، واقعVR) یمجاز تیمرتبط مانند واقع

وجود دارد  یمتعدد یاخلاق یها (، چالشMR) یبیکتر تیواقع

 میمربوط به حفظ حر یها یابتدا نگران وع،یکه از نظر ش

مطرح  مارانیحساس کاربران و ب یها داده تیو امن یخصوص

 یها طیدر مح یکاف تیامن نیاست؛ چرا که عدم تأم

شدت کاهش  را به ها یفناور نیاعتماد به ا تواند یم یساز هیشب

 یکه ناش ،یساز هیشب یدر محتوا یریادامه، بروز سوگ دهد. در

است،  ها تمیدر الگور یناکاف یها پردازش ایناقص  یها از داده

را  ینیبال یها یریگ میتصم تیفیو ک یعدالت آموزش تواند یم

های  به اساس یافته قابل توجه یها چالش گریکند. از د دیتهد

 تعاملات کاهش، (2۴۳3) ۳۳( و جونز2۴2۴وی و همکاران) لی

 دلیل به بالینی اخلاق و ارتباطی های مهارت تضعیف و انسانی

 ابعاد است ممکن که امری است؛ فناوری به حد از بیش اتکای

 را بهداشتی های مراقبت فرهنگی و اجتماعی روحی، انسانی،

از  یها عمدتاً ناش چالش نیا لیدلا .(۴6 ،۳۹) بگیرد نادیده

 یها جود استانداردها و پروتکلفناورانه، عدم و یها شکاف
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 Zhui 
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 Jones 

 نیاز ا یبردار کاربران در بهره یو آموزش ناکاف قیدق یتیامن

 ژهیو از مطالعات به یرخبدر همین حال، . باشد یم ها یفناور

انداز آینده،  دارند که چشم دیتاک( 2۴2۱و همکاران ) ۳2خفیزووا

هایی چون یادگیری  تر فناوری با نوآوری ادغام پررنگ

های  سازی شده مبتنی بر هوش مصنوعی و شبیه زیسا شخصی

در  یگذار هی، سرمالذا .(۱9) دهد واقعیت ترکیبی را نوید می

ها و  دستورالعمل نیتدو ،یقو تالیجید یها رساختیز

 یها یو بهبود توانمند و هدفمند فافش یاخلاق یها چارچوب

جهت  یضرور یاز جمله راهکارها یعلم ئتیه یاعضا

در آموزش  نینو یها یمدار از فناور ؤثر و اخلاقم یبردار بهره

 نیشامل تدو مناسب راهکارهارود. بنابراین،  به شمار می یپزشک

در  یگذار هیجامع، سرما یو اخلاق یقانون یها چارچوب

 یتخصص یآموزش یها دوره یبرگزار تال،یجید یها رساختیز

 یاه سامانه جادیا ،یو اخلاق پزشک نینو یها یدر حوزه فناور

 یو انسان یارتباط یها مهارت تیمستمر، تقو یابیو ارز ینظارت

 تیو بهبود شفاف شرفتهیپ یها یاز فناور دهدر کنار استفا

 .ی قابل توجه استدر آموزش پزشک یریگ میتصم

 ها داده ، کلانساز های شبیه و فناوری جدا از هوش مصنوعی

د. تحلیل ان ای در مباحث آموزش پزشکی یافته نیز جایگاه ویژه

های  تواند به ارتقای کیفیت برنامه می کلان های گسترده داده

های  درسی، کشف الگوهای یادگیری، شناسایی نارسایی

ها و  های مدیریتی در دانشگاه گیری آموزشی و بهبود تصمیم

های آموزشی منجر شود. با این حال، مداخلات  بیمارستان

 به. ای است قی عدیدهداده نیز دارای مسائل اخلا مبتنی بر کلان

 ؛(2۴2۴) همکاران و 13جکسون مطالعه مثال طور

 هوش های الگوریتم( 2۴2۴) 15نگوین و( 2۴2۳) 14کاتزنلسون

 افراد از آمده دست به های داده عظیم های مجموعه از مصنوعی

 های زمان در را ها داده این است ممکن و گیرند می شکل انسانی

 شرایطی، چنین در. کنند ادهاستف متفاوتی های شکل به مختلف

 خود رضایت با قبلاً که را اطلاعاتی بر کنترل توانند می بیماران

 این تأثیر وقتی ویژه به بدهند، دست از اند گذاشته اشتراک به

 قرار توجه مورد کافی طور به آنان خصوصی حریم بر استفاده

سازی  ذخیره ،از یک سو، گردآوری(. ۳2 ،23 ،29) باشد نگرفته

های آموزشی و  های حاصل از فعالیت تحلیل انبوه داده و
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هایی مانند نقض حریم  اطلاعات سلامتی بیماران، ریسک

دهد. از  ها را افزایش می خصوصی و احتمال سوءاستفاده از داده

سوی دیگر، نبود شفافیت در چگونگی استخراج و تحلیل این 

تواند به  ان میها و نیز عدم دریافت رضایت آگاهانه از ذینفع داده

مطابق زوها های اخلاقی دامن بزند.  اعتمادی و نگرانی بی

های مرتبط  ها و فناوری نابرابری در دسترسی به داده( 2۴2۴)

های  یکی از تهدیدات مهم است که ممکن است نابرابری نیز

های آموزشی و ارائه خدمات بهداشتی را تشدید  موجود در نظام

 یها چارچوب نیها، تدو چالش نیامقابله با  ی. برا(۹) کند

آگاهانه از  تیاست. اخذ رضا یجامع و شفاف الزام یاخلاق

 یها سامانه جادیا ،یبرابر به فناور یدسترس نیتضم نفعان،یذ

 یندهایمستمر، آموزش مسئولانه کاربران و بهبود فرا ینظارت

مختلف از  یها بخش نیب یهمکارو ها  داده لیتحل، استخراج

 . شوند یمحسوب م یدیکل یراهکارها

دیجیتال در  اجتماعی و  اجتماعی و رسانه رسانهاستفاده از 

برخورداری از  رغم علیای است که  آموزش پزشکی نیز حوزه

گذاری  اشتراک ظرفیت بالا برای تبادل سریع اطلاعات، به

تجربیات بالینی و تسهیل ارتباط میان دانشجویان، اساتید و 

 های اخلاقی متعددی مواجه است. چالشبا  متأسفانههمتایان 

ای  ای تحت عنوان حرفه (  در مطالعه2۴۳3و همکاران ) ۳6الاوی

ها و  استفاده از رسانهکنند که  بودن به این موضوع اشاره می

 ماریناخواسته اطلاعات ب یخطر افشا تواند یم تالیجید یابزارها

در  یقاصول اخلا تیپزشکان ملزم به رعالذا، دهد.  شیرا افزا

 هستند مارانیب یها داده یخصوص میو حر یحفظ محرمانگ

کاهش استقلال توان اذعان کرد که  بنابراین، می .(۴7)

ای، اتکا به منابع دیجیتال مشکوک و  گیری حرفه تصمیم

ها و هنجارهای  گیری ارزش پیامدهای بلندمدت بر شکل

 ای نیز از موضوعات مهم اخلاقی در زمینه استفاده از حرفه

 یاخلاق یها چالش تیریمد یبرا. های اجتماعی است شبکه

 ،یدر آموزش پزشک یاجتماع یها از استفاده از رسانه یناش

 یها روشن، آموزش مهارت یاخلاق یها دستورالعمل نیتدو

 ینظارت یها ستمیس جادیا ان،یبه دانشجو تالیجید یا حرفه

 سواد تیتقو ماران،یب یخصوص میاز نقض حر یریجهت جلوگ

 تالیجیمسئولانه از منابع د تفادهبه اس قیو تشو یا رسانه

 شود. ضرورت مبرم پنداشته می
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 Ellaway 

پزشکی از  و بعدی های اطلاعاتی مانند چاپ سه سایر فناوری

. مواجه هستندراه دور نیز هر یک با مسائل اخلاقی خاص خود 

مواد انسانی  بعدی ظهور فناوری چاپ سه( 2۴۳۹گرت جونز )

ری آموزشی امیدبخش مطرح شده است که در کنار عنوان ابزا به

های کامپیوتری  سازی سازی، شبیه کالبدشکافی اجساد، پلاستینه

شود. در نگاه اول،  ها و تصاویر آناتومیکی به کار گرفته می و مدل

بعدی حداقلی  رسد که پیامدهای اخلاقی چاپ سه به نظر می

  ۳7یپ زیستتر اخلاقی مرتبط با چا است، اما ابعاد گسترده

ای نسبت به استفاده  دهد که رویکرد محتاطانه بالینی نشان می

برای (. ۴6ت )های تشریح ضروری اس بعدی در سالن از چاپ سه

بعدی توانسته است مسیر آموزش  نمونه، فناوری چاپ سه

زمان با این پیشرفت،  هم اماآناتومی را دگرگون نماید؛ 

موزش آناتومیک، تضعیف آ ۳9سازی هایی پیرامون کالایی نگرانی

است.  آوردهتعاملات انسانی و احتمال نقض حقوق معنوی پدید 

های اخلاقی  رو، ضرورت بازنگری اصول و تدوین چارچوب ازاین

شود تا ضمن پاسداشت اصالت ارتباط آموزشی  نوین احساس می

و حفظ هویت انسانی، از فروکاستن بدن انسان به یک محصول 

 تیریجهت مدبنابراین،  .ی به عمل آیدصرفاً آموزشی پیشگیر

 یضرور ،یدر آموزش پزشک یبعد چاپ سه یاخلاق یها چالش

 یها و نظارت نیجامع تدو یاخلاق یها است چارچوب

 تیحقوق مالک تیرعا ن،یاعمال گردد. همچن کیستماتیس

 یکردهایرو قیاز طر یانسان یها و حفظ ارزش یمعنو

 . باشد یم یمالزا یآموزش ندیدر فرآ یا چندرشته

مطابق  ،یدر حوزه پزشک یهوش مصنوع ندهیادغام فزا

در  نیآفر تحول یدهنده عصر نشان( 2۴2۱) ویدنرمطالعه 

درمان و  ص،یبهبود در تشخ دیاست که نو یبهداشت یها مراقبت

 عیسر شرفتیپ نیحال، ا نی. با ادهد یرا م مارانیب جینتا

به  یوزش پزشکرا در آم یاخلاق یها چالش شیافزا ،یفناور

 یاخلاق یها نکته مهم در مواجهه با چالش .(۱۹) همراه دارد

 یها قرار دادن ارزش ،یدر آموزش پزشک نینو یها یفناور

احترام به  ،یمحرمانگ ترعای همچون یاخلاق پزشک یاساس

عدم  مار،یعدالت، تعهد به منفعت ب یبرقرار ،یفرد یخودمختار

 هرگونه مرکز در یو حفظ کرامت انسان رساندن بیآس

. از سوی دیگر، به اساس مطالعه هاست یفناور نیا یرکارگی به

اغلب فاقد  یسنت یها یابیارز( 2۴2۴فاطمه و همکاران )
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 یایکاربرد در دن شده، یساز یبازخورد شخص ،یریپذ انعطاف

فراتر از حفظ کردن  ییها سنجش مهارت ییو توانا یواقع

 ایموجود، نبود  یها یاز کاست یکی. (۴9) اطلاعات هستند

 یبرا یعمل یو رهنمودها یاخلاق یها چارچوب بودن یناکاف

در بستر آموزش  تالیجید یها یاستفاده مسئولانه از فناور

کند که با توجه به  ( اشاره می2۴22) ۳۹گرونهوت است. یپزشک

 یکردهایرو لازم است تا ،ها یفناور نیسرعت گسترش ا

را آموزش  یفن یها تنها جنبه شود که نه یطراح ینینو یآموزش

و  یاجتماع ،یاخلاق یامدهایدرک پ ییبلکه توانا دهند، یم

 .(۴۹) کنند  تیتقو دیو اسات انیدر دانشجو زیرا ن یفناور یانسان

در سطوح  توان یم ،یاخلاق یها غلبه بر موانع و چالش یبرا

 تیریو مد یگذار استیگوناگون اقدام کرد. در سطح س

 یضرور یاخلاق یها و استانداردها دستورالعمل نیتدو ،یآموزش

با  دیرهنمودها با نیاکند که  اشاره می (2۴2۴) 2۴وای ما است.

با حضور متخصصان اخلاق،  ،یو مشارکت یا چندرشته یکردیرو

ی و سایر مهندسان هوش مصنوع ان،یدانشجو ،یپزشک دیاسات

و  انماریها، جامعه ب داده تیکارشناسان امن ،های نوین فناوری

 در چنین حالت،. (3۴) رندیسلامت شکل گ گذاران استیس

 یها داده تیریمد یشفاف برا یحکمران یها وجود چارچوب

 یدر صورت بروز خطاها ییو پاسخگو تیفیکنترل ک ،یآموزش

 ،یسطح آموزش در( 2۴2۴) 2۳کوئین دارد. تیفناورانه اهم

 یدرس یها در برنامه یمرتبط با فناور یگنجاندن مباحث اخلاق

بتوانند  دیبا یو کادر آموزش انیدانشجو .(3۳داند ) را ضروری می

را درک  یفناور یها تیدهند، محدود صیرا تشخ ها یریسوگ

 یانسان یامدهایکرده و پ ریرا تفس یهوش مصنوع جیکنند، نتا

از این رو قابل ذکر است  رندینظر بگ ررا د ینیماش ماتیتصم

 کند می اشاره( 2۴2۱) 22یشرف و ویدنربرخی مطالعات به ویژه 

 نوین های فناوری اخلاقی مسائل زمینه در بیشتری تحقیقات که

 (.۱۹) است لازم پزشکی آموزش در مصنوعی هوش ویژه به

امکان  انیبه دانشجو یو تفکر اخلاق یانتقاد یها آموزش مهارت

مقاومت کرده و  یبه فناور وچرا چون یدر برابر اتکا ب دهد یم

ابزارها داشته  نیبه کاربرد ا یاخلاق یده جهت در ینقش فعال

 یتمام محور اخلاق  فناوری سواد یارتقا ت،ینها در باشند.

 گامی مارانیو ب رانیتا مد دیو اسات اندانشجوی از نفعانیذ
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 Grunhut 
20

 Ma Y 
21

 Quinn 
22

 Weidener & Fischer  

نامطلوب است. برخورد  یامدهایاز پ یریشگیپ یبرا نیادیبن

و  ها تیمحدود قیمستلزم درک عم یمسئولانه با فناور

آگاه باشند و  ها سکیکه کاربران از ر یهاست. هنگام صتفر

فراهم شود،  ها یکاست گزارش، نقد و اصلاح یبرا ییسازوکارها

 دیجیتال یها یاز فناور یاخلاق یبردار بهره یبرا یتر بستر امن

 خواهد آمد. دیپدجدید 

 

 ها محدودیت

 عیوس ۀمطالعه عمدتاً از گستر نیا یها تیمحدودبا این حال 

و  یشناخت ، تنوع روشیو فرهنگ یا نهیزم یها ضوعات، تفاوتمو

 ن،ی. همچنشوند یم یناش ای حیطهمرور  یذات یها یژگیو

مرتبط با آن  یاخلاق یکردهایو رو یسرعت تحولات فناور

سرعت در معرض  آمده به دست به جیاز نتا یموجب شده تا برخ

 .رندیو تحول قرار گ رییتغ

 

 گیری نتیجه

 یها یکه گرچه فناور دهد ینشان م بررسی نیا یها افتهی

 یارتقا یبرا ریچشمگ ییها فرصت یدر آموزش پزشک نوین

اند، اما بدون در  آموزش فراهم کرده یو اثربخش تیفیک

نظارت مناسب، آموزش  ق،یدق یاخلاق یها نظرگرفتن چارچوب

به  توانند یها م فرصت نیا نفعان،یجانبه ذ و مشارکت همه یکاف

 لیتبد یپزشک یاساس یها و ارزش یاصول اخلاق هیعل یدیتهد

هوشمندانه  یتوازن افتنیدر گرو  یآموزش پزشک ندهیشوند. آ

است.  یانسان یها و حفظ ارزش یفناور یریکارگ به انیم

آموزش  ،یعمل یاخلاق یها چارچوب یساز ادهیو پ یطراح

و  نیاعمال قوان ان،یبه دانشجو محور فناوری اخلاق یها مهارت

 یریکارگ و به امدهایمقررات روشن، نظارت مستمر بر پ

ی اخلاقی ها چالش تیریمد یبرا یا رشته نیب یکردهایرو

استفاده مسئولانه، منصفانه و  یگشا راه تواند یمشده  مطرح

 باشد. یدر آموزش پزشک نینو یها یمدار از فناور اخلاق

تمرکز  با تواند یم ندهیآ قاتی، تحقمطالعه نیا جیبر اساس نتا

و  یروشن، عمل یاخلاق یها بر توسعه و آزمون چارچوب

در آموزش  نینو یها یاستفاده از فناور یبرا یا رشته نیب

طور خاص،  شدن حرکت کند. به تر یبه سمت کاربرد یپزشک

و  یاجتماع ،یها عوامل فرهنگ پژوهشکه  گردد اذعان می

 ازها،س هیشب ،یهوش مصنوع یاخلاق رشیرا که بر پذ یمانساز

 رگذارند،یتأث یبعد و چاپ سه یاجتماع یها داده، رسانه کلان
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(danger*[Title/Abstract])) OR (threat*[Title/Abstract]))) AND ((((((((((("Digital Technology"[Majr]) OR) 

OR "Big Data"[Majr]) OR "Artificial Intelligence"[Majr]) OR "Virtual Reality"[Majr]) OR "Augmented 

Reality"[Majr]) OR "Internet of Things"[Majr]) OR "Digital Health"[Majr]) OR "Telemedicine"[Mesh]) 

OR "Cloud Computing"[Majr]) OR "Deep Learning"[Majr]) 

PubMed 
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Abstract 
 

Introduction: The integration of advanced technologies into the medical education system, while bringing extensive 

achievements and advancements, has also introduced significant challenges, including vital ethical issues. Therefore, 

the present study was conducted to review the ethical challenges of modern technologies in medical education. 

Method: This study is a scoping review conducted in five stages based on the PRISMA-ScR guidelines. The strategy 

follows a five-step framework: identifying the research question, identifying relevant studies, screening and selecting 

studies, extracting and processing data, and summarizing and reporting results. Data was collected from three databases: 

Scopus, Web of Science, and PubMed on November 25, 2024, without any time or language restrictions. 

Results: The study included 35 articles out of 829 found in the initial search. The results showed that the most 

important common ethical challenges in modern technologies such as artificial intelligence, simulators, big data, 

information technology, and digital social media included privacy protection, bias, and lack of accountability. In 3D 

printing technology, ethical challenges also included reduced human interaction and violation of intellectual property 

rights. 

Conclusion: The future of medical education depends on finding an intelligent balance between the use of 

technology and the preservation of human values. Implementing clear laws and regulations, designing and 

implementing practical ethical frameworks, teaching ethics-oriented technology skills to students, and continuously 

monitoring outcomes can pave the way for responsible, fair, and ethical use of modern technologies in medical 

education. 

Keywords: Ethical challenges, Advanced technologies, Medical education 
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